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Betti number

1.  Homology

X a topological space H∗(X) an abelian group
vector space

Hk(X, Z2) ∼= Zβk
2

f : X → Y continuous map f∗ : H∗(X)→ H∗(Y )
group homomorphism

linear map

H1(T ) ∼= Z2H1(S1) ∼= Z f

f1 : Z→ Z2

With an appropriate choice of basis f1 = [a, b]



Computing Homology 
A free chain complex C = {Ck, ∂k}k∈Z consists of free abelian
groups Ck, called chains, and homomorphisms ∂k : Ck → Ck−1,
called boundary operators, such that

∂k ◦ ∂k+1 = 0.

The cycles are the subgroups Zk := ker ∂k.
The boundaries are the subgroups Bk := image ∂k+1.
The k-th Homology group is

Hk(C) :=
Zk

Bk



Theorem: (Smith Normal Form) Given a matrix A : Zn → Zm

there exist invertible matrices R : Zn → Zn and Q : Zm → Zm

such that

B := Q−1AR =





b1

b2 0
·

· 0
0 ·

bt

0 0





,

where bi are positive integers, bi = 1 for i = 1, 2, . . . , s,
and bi divides bi+1 for i = 1, 2, . . . , t− 1.



Let X ⊂ Rd be a cubical set. The boundary map
∂k : Ck(X)→ Ck−1(X) takes the form of a matrix

Ak : Zdk → Zdk−1

where the basis is defined by the elementary cubes.

Zdk
Bk−→ Zdk−1!Rk

#Q−1
k−1

Ck+1
∂k+1−→ Ck

∂k−→ Ck−1#Rk+1

!Q−1
k

Zdk+1
Bk+1−→ Zdk

Hk(X) ∼=
kerBk

RkQ−1
k Bk+1(Zdk+1)

simplicial

simplicies



Rayleigh-Benard Convection

Raw intensity image captured 
using 12-bit digital camera 
and filtering

Binary image obtained by 
thresholding at the median value 
of intensity

Data is in not in the form of a chain complex
Data sets are large

2.  Geometric Complexes



An elementary interval is a closed interval I ⊂ R of the form

I = [l, l + 1] or I = [l, l]

for some l ∈ Z.

An elementary cube is a finite product of elementary intervals

Q = I1 × I2 × · · ·× Id ⊂ Rd,

where each Ii is an elementary interval.

Kd
k :=

{
k-dimensional cubes in Rd

}

A cubical set is a finite union of elementary cubes

Cubical complexes 



Co-Reduction, M. Mrozek, B. Batko,
Dis. Comp. Geom. ’09

Idea:  Reduce the geometric complex as much
as possible before building the chain complex 
and computing Smith Normal Form.

C∗(X, A) :=
C∗(X)
C∗(A)

3.  Geometric Preprocessors

Fact: If A ⊂ X is acylic, then

Hk(X) ∼=

{
Hk(X, A)⊕ Z if k = 0
Hk(X, A) otherwise



Geometric
co-boundary

Geometric
boundary

01 Queue Q := NULL
02 Q← σ0

03 while (|Q| "= 0)
04 Q→ σ
05 if (∂X (σ) = {β})
06 X = X \ {σ}
07 Q← δX (β)
08 X = X \ {β}
09 else if (∂X (σ) = ∅)
10 Q← δX (β)
11 end if
12 end while
13 return X

The Co-Reduce Algorithm

Goal: Remove a “maximal” acyclic subset A of X.



X is a Torus (70 vertices, 123 edges, 54 squares)

a

a

a

a

b

b c

c d

d

e e

f f

Goal: Construct a large acyclic set A

C(X,A) generated by 19 edges, 16 squares



Run Times co-reduce

Dim. Size Betti Time
3 8,392,997 1, 1057 4.38
4 350,000,000 1, 7, 352 935
12 135,351 1, 0, 0, 1, 4, 5, 0 0.77
12 332,309 1, 0, 0, 0, 0, 1, 1 1.92

Large and high complexes 

Size β0,β1,β2 Time
62,636 24, 2988, 20 0.53
116,284 36, 5552, 38 1.06
168,750 48, 8060, 54 1.56
222,480 54, 10493, 71 2.09

Random cubical complexes in R4

3.6 GHz PC  
Pentium 4 processor
2 GB RAM



Summary: The goal
Input:  Large Geometrical Complex

Output:  Small/Simple Chain Complex



3.  Maps

A.  Chain Maps (Algebra)

B.  Approximating Continuous Maps

C.  Constructing Chain Maps

D.  Geometric Reductions



Let C = {Ck, ∂k} and C′ = {C ′
k, ∂′k} be chain complexes.

A sequence of abelian group homomorphisms
ϕk : Ck → C ′

k is a chain map if, for every k ∈ Z,

∂′kϕk = ϕk−1∂k.

Proposition: If ϕ : C → C′ is a chain map, then

ϕk(Zk) ⊂ Z ′
k

ϕk(Bk) ⊂ B′
k

for all k ∈ Z.

Define the group homomorphisms ϕk∗ : Hk(C)→ Hk(C′) by

ϕk∗([z]) := [ϕk(z)]

A.  Chain Maps (Algebra)



B.  Approximating Continuous Maps

Consider a continuous map f : (X,A)→ (Y, B)

Need to construct a chain map f# : C∗(X, A)→ C∗(Y, B)



Consider X ⊂ Rn, Y ⊂ Rm. Let x ∈ X. What is f(x)?
First Question:

Consider a differential equation ẋ = g(x)
which generates a flow ψ : R× Rn → Rn.
A natural continuous map is f(x) := ψ(1, x).

f(x) is obtained by numerically integrating ode.

1.

Cost of Integration vs. Numerical Errors



2.Consider a parameterized family of maps
f : X × Λ→ X

Want to study dynamics over a set Q ⊂ Λ of parameter values

f(x, r) = r · x · (1− x)

Example:  The Logistic Map

Explicit nonlinearities may
give misleading information

f(x,Q) is the minimal object of interest.



FQ(G)

Error 
bound
on           .f(G, Q)

G f(G, Q)

Constructing an acyclic multivalued approximation

Choose a cubical grid X that covers X.

Construct a combinatorial multivalued map FQ : X −→→X .

Consider f : R2 → R2. Accounting for errors

x "→ [f1(x)− ε, f1(x) + ε]× [f2(x)− ε, f2(x) + ε]



F : X −→→Y
GF

C.  Constructing Chain Maps and Homology

X

Y

K. M., M. Mrozek, P. Pilarczyk   FoCM  (2005) 

f : X → Y continuous

ΠX

ΠY

Observe: f = ΠY ◦ Π−1
X

With the cubical structure ΠX , ΠY are chain maps.

Acyclic images of F implies ΠX∗ is an isomorphism.

f∗ := ΠY ∗ ◦ Π−1
X∗



D.  Geometric Reductions

F : X −→→Y
GF

X

Y

ΠX

ΠY

G′
F



http://chomp.rutgers.edu
http://capd.wsb-nlu.edu.pl

Computational Homology, Springer Applied Math 
T. Kaczynski, K. M., and M. Mrozek

 

Class 1
[80265 boxes]

Class 2
[68433 boxes]

Class 3
[25038 boxes]

Class 4
[19598 boxes]

Class 5
[18203 boxes]

Class 6
[17256 boxes]

Class 7
[16686 boxes]

Class 8
[4981 boxes]

Class 9
[2476 boxes]

Class 10
[1370 boxes]

Class 11
[477 boxes]

Class 12
[289 boxes]

Class 13
[217 boxes]

Class 14
[199 boxes]

Class 15
[137 boxes]

Class 16
[96 boxes]

Class 17
[84 boxes]

Class 18
[42 boxes]

Class 19
[27 boxes]

Class 20
[21 boxes]

Class 21
[10 boxes]

Class 22
[5 boxes]

Class 23
[4 boxes]

Class 24
[3 boxes]

Class 25
[3 boxes]

Class 26
[3 boxes]

Class 27
[3 boxes]

Class 28
[2 boxes]

Class 29
[2 boxes]

Class 30
[2 boxes]

Class 31
[2 boxes]

Class 32
[2 boxes]

Class 33
[2 boxes]

Class 34
[2 boxes]

Class 35
[2 boxes]

Class 36
[2 boxes]

Class 37
[1 box]

Class 38
[1 box]

Class 39
[1 box]

Class 40
[1 box]

Class 41
[1 box]

Class 42
[1 box]

Class 43
[1 box]

Class 44
[1 box]

Class 45
[1 box]

Class 46
[1 box]

Class 47
[1 box]

Class 48
[1 box]

Class 49
[1 box]

Class 50
[1 box]

Class 51
[1 box]

Class 52
[1 box]

Class 53
[1 box]

Class 54
[1 box]

Class 55
[1 box]

Class 56
[1 box]

Class 57
[1 box]

Class 58
[1 box]

Class 59
[1 box]

Class 60
[1 box]

Class 61
[1 box]

Class 62
[1 box]

Class 63
[1 box]

Class 64
[1 box]

Class 65
[1 box]

Class 66
[1 box]

Class 67
[1 box]

Class 68
[1 box]

Class 69
[1 box]

Class 70
[1 box]

Class 71
[1 box]

Class 72
[1 box]

Class 73
[1 box]

Class 74
[1 box]

Class 75
[1 box]

Class 76
[1 box]

Class 77
[1 box]

Class 78
[1 box]

Class 79
[1 box]

Class 80
[1 box]

Class 81
[1 box]

Class 82
[1 box]

Class 83
[1 box]

Class 84
[1 box]

Class 85
[1 box]

Class 86
[1 box]

Class 87
[1 box]

Class 88
[1 box]

Class 89
[1 box]

Class 90
[1 box]

Class 91
[1 box]

Class 92
[1 box]
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